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- Order relations on the values
- Some values are known and the others are unknown
$\rightarrow$ Estimate the unknown values
$\rightarrow$ Find the next crowd question to ask to obtain more known values
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Worst number of questions needed to learn a monotonic predicate over a poset

Consider \((X, \leq)\) a finite poset over \(n\) items，and \(P\) an unknown monotonic predicate over \(X\)（i．e．，for any \(x, y \in X\) ，if \(P(x)\) and \(x \leq y\) then \(P(y)\) ）．I can
15 evaluate \(P\) by providing one node \(x \in X\) and finding out if \(P(x)\) holds or not．My
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anal is to determine exactlv the set of nodes \(x \in X\) such that \(P(x)\) holds usinn as
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